GEORGE SPERLING

Short-Term Memory, Long-Term Memory,
and Scanning in the
Processing of Visual Information

Early Experience

and Visual

Information Processing
in Perceptual and
Reading Disorders

EDITED BY FRANCIS A. YOUNG | DONALD B. LINDSLEY

Proceedings of a Conference held

October 27-30, 1968, at Lake Mohonk, New York,

in association with the

Committee on Brain Sciences, :

Division of Medical Sciences, Available from

National Research Council Printing and Publishing Office
National Academy of Sciences
2101 Constitution Avenue
Washington, D.C. 20418

NATIONAL ACADEMY OF SCIENCES
WASHINGTON, D.C. 1970




198

GEORGE SPERLING

Short-Term Memory, Long-Term Memory,
and Scanning in the
Processing of Visual Information

A MODEL OF VISUAL-INFORMATION PROCESSING

In reading, as in most visual tasks, the eye gathers.information only
during the pauses between its quick saccadic movements. The normal
input to the visual system is thus a sequence of brief exposures. 1 would
like to propose here a model of the way people process the information
they receive in one such exposure. I -shall be concerned with the simple
situation in which a person is shown briefly an array of letters and then
asked to write them and the closely related situation in which he hears
spoken letters and is required to write them.

The model shown in Figure | summarizes the results of numerous
experiments. The squares indicate short-term memories. The first box
represents a very-short-term visual memory, which, in the past, I have
called visuakinformation storage.!S It contains a great deal more infor-
mation than the subject ultimately will be able to report, but its con-
tents normally fade rapidly, usually within about one fourth of a sec-
ond. These conclusions are derived from a partial-report procedure: the
subject is required to report only a small fraction of the stimulus con-
tents on any trial and does not know in advance which aspects he will
be required to report. The methods and results have been described in
detail elsewhere.2 5 It is easily proved that a great deal of information
from a visual stimulus gets into the subject’s very-short-term visual
memory; the information is lost to recall because later processes are
unable to use it.
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Ultimately, stimulus letters are “recognized”; that is, the subject says
or writes tliem. He makes an appropriate motor response. In terms of
the model, it is useful to distinguish between actually executing the
mé_tor response (saying, subvocally rehearsing, or writing a letter) and
having decided which response is to be executed. This kind of distinc-
tion is most often made in discussing computers, and perhaps the ter-
minology that has been developed to deal with it in that domain will
help to clarify it here.

Saying a letter may be conceived of as executing a long program that
ing a letter may be considered as having decided which program to exe-
cute. In practice, a program is designated by its location, or address: the
address is the location of the first program instruction to be executed.
The second short-term memory box in the model designates the recog-
nition buffer-memory. It is a short-term memory for letters that are
about to be spoken or rehearsed subvocally, i.e., a memory of the ad-
dresses of the programs for saying them. ,

The kinds of data that require the concept of a recognition buffer-
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FIGURE 1 Model of visual information processing. Squares indicate short-term memories, rectangles indi-
cate long-term memories, and triangles indicate scan components that transform signals from one modality
into another. V, visual; A, auditory; M, motor; R, reh I; RECOG, gnition buffer-memory; -, direc-
tion of association.
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memory have been described.!* The basic idea is that three or four let-
ters can be recalled from visual presentations even if the effective dura-
tion of the presentation—e.g., Vis—is so short that there is not time for
the rehearsal of even one letter. The recognition buffer-memory can
hold at least three letters (i.e., the addresses of the motor programs for
rehearsing the letters) for a period of about 1 sec, until they have been
rehearsed.

A scan component is needed to transform the visual information in
very-short-term visual memory into the motor-address information of
the recognition buffer-memory. The visual scan component is desig- .
nated by a triangle in Figure 1 to indicate that it is not a memory.and
that it transforms information from one modality into another. Actu-
ally, the visual scan component has at least three distinguishable func-
tions: deciding which areas of the visual field contain information on
which further processing should be performed (““prescan”8); directing
processing capacity to the locations selected by the prescan (“atten-
tion”); and converting the visual input from the selected locations into
the addresses of motor programs (“‘scanning”).

The maximal rate at which letters are scanned can be measured from
visual presentations in which the persistence of the information from an
initial letter stimulus is obliterated by‘a subsequent visual “noise” stim-
ulus. The measured rates are quite high—say, one letter every 10-15
msec, which is equivalent to rates of up to 100 unrelated letters per
second !© A

The middle triangle in Figure 1 designates rehearsal. In vocal re-
hearsal, the motor instructions designated by the recognition buffer-
memory are executed, and a spoken letter results. Because it indicates
a change of modality or dimension, a triangle is used to designate the
rehearsal component; in this case, the transformation is from move-
ments to sound. The sound produced by a vocal rehearsal is heard and
remembered in auditory short-term memory.

In principle, although not in detail, the auditory scan is exactly
analogous to the visual scan. The auditory scan selects some contents
of auditory memory (e.g., the sound representation of one letter) and
converts them into the address of a motor program. The address is re-
membered in the recognition buffer-memory, the program is executed
by the rehearsal component, and the sounds are re-entered into audi-
tory memory. By means of this rehearsal loop, information can be re-
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tained for a very long time in auditory short-term memory—many times
longer than the decay time of the memory itself.

Perhaps in young children and some adults, the output of the re-
hearsal component must first enter into the outside world as sound
before it can enter auditory memory, but most adults seem to have
evolved a shortcut, which I have designated “subvocal rehearsal.” In
subvocal rehearsal, the subvocal output of the rehearsal component is
entered into the auditory short-term memory just as though it had been
a vocal output; i.e., auditory memory contains a memory of the sound of
the letter. The rate of subvoca] rehearsal can be measured,:'° and it is
very interesting to note that it is identical with the rate of vocal rehearsal.

DISTINCTIONS BETWEEN SHORT- AND LONG-TERM MEMORY

Neural Distinctions

A short-term memory is a patch of neural tissue that is used over and
over again for every appropriate input to the modality. For example,
the retina undoubtedly serves as a short-term memory; a particular neu-
ron in the retina might, by appropriate stimulus positioning, be acti-
vated by every letter that could be presented. But T suggest that the
neurons inivolved in long-term memory are extremely specialized and
are active only when their key is found. This doés not mean that only
one stimulus can activate a neuron in long-term memory, but rather
that its range is infinitesimal, compared with the range of possxble

- stimuli.

There is now fairly widespread agreement ™ 12,18 that short-term
memory is short-term not because its neurons remember poorly (al-
though that is probably a factor) but because every new stimulus over-
writes its predecessor or at least pushes it away from the fore of mem-
ory. Even silence or darkness, the absence of stimulation, is an input
to short-term memory that must be recorded and that therefore inevi-
tably drives out the record of previous stimulation.

Structural Distinctions

A short-term memory can be hkened to a regnster ina computer a
long-term memory, to a section of core memory.!? That is, a short-
term memory is complicated and expensive (involving many neurons
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per unit of information stored), because the information in it is capa-
ble of being manipulated in many ways. For example, one bit of in-
formation can be compared with another bit of information, can be
shifted, and so on. Every operation of this sort requires many connec-
tions. In computers, core memory is made as starkly economical as
possible. So much is sacrificed to economy that no operation whatever
(except perhaps erasure) is possible on the contents of long-term mem-
ory before they have been removed to a register. I propose that the
same overriding principles that guided the evolution of computers to
have a very few (but very intricate) registers and to have a great many
(but very simple) core memory cells guided the evolution of nervous
systems to have a few intricate short-term memories controlling great
masses of long-term memory.

Functional and Behavioral Distinctions

The contents of short-term memory are retrieved by asking for the
contents of the particular sensory memory, i.e., by giving the name of
the memory. What did [ just hear? What did I just see? The contents of
long-term memory are retrieved by giving an association, i.e., a com-
plex, highly specific input. For example, I say: “My telephone number
is 582-2644. What is my telephone number?” You answer by asking
yourself what was the last thing you heard. That it is Sperling’s tele-
phone number is irrelevant to the retrieval of the digits. However, if |
meet you on the street tomorrow and ask you to repeat my telephone
number, no short-term memory could possibly be equal to the job. You
would need a memory that could be entered with the name ““Sperling”
(and perhaps some other concomitant bits of information) and that,
when so prodded, would return the correct digits.

SIX LONG-TERM MEMORIES

Each of the active components in the model (Figure 1) is associated
with a long-term memory. The long-term memory was constructed by
the subject out of his past experience, long before his participation in
any of my experiments. The three triangle components each use an
intermodality long-term memory. The visual scan is served by an inter-
modality long-term memory that associates the address of the motor
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program for saying a letter with the visual features of that letter. The
rehearsal component is served by a long-term memory that associates
the auditory features of a sound with the motor program for producing
that sound. The auditory scan is served by a long-term memory that
associates the address of a motor program for producing a sound with
the auditory features of that sound.

These intermodality long-term memories represent skllls As chil-

. dren, we learned to imitate sounds that we heard. We learned how to
recognize letters, that is, to say the name of a letter when we saw it.
Later, we learned how to read without speaking.

Beneath each short-term memory square in Figure | is a long-term
memory of events within that modality. For example, long-term visual
memory might contain the information necessary to recognize a partic-
ular face as familiar, even if no name or occasion can be associated with
it. A preschool child would recognize some letters as familiar, even if he
could not name them. Similarly, we have auditory memories of audi-
tory events. Finally, we have the memory of the motor sequence nec-
essary to say a letter.

The proper development of all six of these long-term memories is a
prerequisite for the effective operation of the information-processing
system outlined before. .

Quantitative theories of short-term recall performance find it neces-
sary to take into account a small amount of information that is getting
into long-term memory from each trial and that, when there are re-
peated trials, significantly affects performance (see especially Atkinson
and Shiffrin! ). Although the experiments I have dealt with probably in-
volve very little long-term memory (because each stimulus is viewed
only once), it is obvious that something is entermg the vanous long-
term memories, at least occasionally.

1 will concentrate now on the two aspects of the model that are of
greatest relevance to reading: visual scanning and auditory memory.

VISUAL SCA NNING

The Use of Visual Noise to Esnmate Processmg Rate

Brief visual exposures, by themselves, are useless for’ determmmg the
rate at which visual information is processed. This i is so.because stim-
“ulus information persists in very-short-term visual memory for some
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undetermined time after the exposure, for at least 0.1 sec and usually
for 0.2 sec or longer. If the duration of visual availability is undeter-
mined, processing rate cannot be determined; duration of visual per-
sistence and processing rate are complexly intermingled.

The way around this difficulty is to follow exposure of the stimulus
letters by a *‘noise” postexposure field (Figure 2). The visual noise that
I use looks like scattered bits and pieces of letters, and it effectively ob-.
literates the visual persistence of the stimulus letters. By delaying the
onset of the noise postexposure field, we allow the subject more time

'to scan the letters. Each 10~15 msec of delay enables him ultimately to

report one additional letter, up to about three or four letters. This pro-
cessing rate can be shown to be independent of the number of letters
presented.and of many other variations in procedure.

Serial or Parallel Processing?

In a brief exposure, are letters scanned one at a time, a new letter in
each interval of 10~15 msec, or is information being gathered about
several letters simultaneously at an overall rate equivalent to one new
letter per 10~15 msec? A positive answer to the first question defines
a serial scanning process, and to the second, a parallel process. [ will

go into greater depth in considering the problem of serial versus paral-
lel processing, because it offers a good illustration of current research
in information processing. The nonspecialist reader may have difficulty
here, but I hope that he will persevere and obtain at least an apprecia-
tion of some contemporary methods and theories and of their potential
power for studying the way in which words are read.

METHOD 1

‘When I first confronted the serial-versus-parallel problem, I sought the

answer by ‘examining the rate at which information was acquired -about
each individual letter in a stimulus instead of looking only at the over-
all rate.'* Subjects were presented with five random letters foliowed,
after various intervals, by a noise postexposure field (Figure 2). Their
task was to report correctly as many letters as they could, from all the
locations. If they processed letters in a purely serial order, I would ex-
pect only the letter in the first location to be reported correctly at the
briefest exposure; the first and second letter to be reported at longer
exposures; then the first, second, and third; and so on. Let p; be the
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FIGURE 2 A normal tachistoscopic exposure sequence (top) and a postexposure visual noise sequence
(bottom).. .

probability of correctly reporting the letter in the ith location. Con-
sidering each of the five letter-locations separately and plotting these
p;’s as a function of exposure duration should yield a set of functions
like those illustrated in Figure 3a. That is, the p; functions in Figure 3a
would be produced by a serial left-to-right scanning process whose over-
all theoretical performance best matches the observed performance.

The first two letters are scanned quickly, the next two are scanned more
slowly, and scanning of the last letter has hardly begun even at the
longest exposure.

A purely parallel scanning process, in which information is retrieved
at an equal rate from all five locations, would predict identical p; at all
locations (Figure 3b). Because all p;’s are the same, this p; function also
represents the observed overall percentage of correct responses.

The results of an actual test are shown in Figure 3c. The data illus-
trated are for one subject; tests of other subjects, including myself, -
yielded basically similar data. The downward concavity of all the ob-
served p, functions means that information is acquired, at each letter
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FIGURE 3 Accuracy of report of the letter at each location (1, . . . , 5) of a five-letter stimulus

as a function of the exposure duration when exposure of the letters is followed by visuat noise.
(a) Theoretical data generated by a serial scan process with fixed otder of scan. (b) Theoretical
data generated by a parallel scan process having the same rate of information acquisition at all

five locations. (c) Data of a typical subject (after Sperling!#). These data are not corrected for
chance guessing.

position, most rapidly immediately after the letter stimulus is turned
on and that the rate diminishes as the exposure continues.* Informa-
tion is acquired more rapidly at the first position than at the second,
and so on, except that this subject acquired information more rapidly
at the fifth position than at the fourth. Other subjects had different
idiosyncratic orders.

* Percentage correct is a nonlinear (but monotonic) function of information retrieved. Plotting

the results in terms of bits of information retrieved would exaggerate the concavity and
strengthen the conclusion.



