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In the barber-pole illusion (BPI), a diagonally moving
grating is perceived as moving vertically because of the
shape of the vertically oriented window through which it is
viewed—a strong shape-motion interaction. We introduce
a novel stimulus—the moving barber pole—in which a
diagonal, drifting sinusoidal carrier is windowed by a
raised, vertical, drifting sinusoidal modulator that moves
independently of the carrier. In foveal vision, the moving-
barber-pole stimulus can be perceived as several active
barber poles drifting horizontally but also as other complex
dynamic patterns. In peripheral vision, pure verticalmotion
(the moving-barber-pole illusion [MBPI]) is perceived for a
wide range of conditions. In foveal vision, the MBPI is
observed, but only when the higher-order modulator
motion is masked. Theories to explain the BPI make
indiscriminable predictions in a standard barber-pole
display. But, in moving-barber-pole stimuli, the motion
directions of features (e.g., end stops) of the first-order
carrier and of the higher-order modulator are all different
from the MBPI. High temporal frequency stimuli viewed
peripherally greatly reduce the effectiveness of higher-
order motion mechanisms and, ideally, isolate a single
mechanism responsible for the MBPI. A three-stage
motion-path integration mechanism that (a) computes
localmotion energies, (b) integrates them fora limited time
period along various spatial paths, and (c) selects the path
with the greatest motion energy, quantitatively accounts
for these high-frequency data. The MBPI model also
accounts for the perceivedmotion-direction in peripherally
viewed moving-barber-pole stimuli that do and do not
exhibit the MBPI over the entire range of modulator (0–10
Hz) and carrier (2.5–10 Hz) temporal frequencies tested.

Introduction

Form influences motion perception

It is widely accepted that the visual cortex contains
two segregated functional streams of processing. One

stream concerns the assessment of spatial relationships,
such as motion and location processing, and the other
concerns attributes leading to object identification, such
as color and form processing (DeYoe & Van Essen,
1988; Maunsell & Newsome, 1987; Ungerleider &
Mishkin, 1982). Under this view, the processing of
motion information should be independent from the
processing of form information. From a theoretical
perspective, motion can be computed without explicit
form constraints (DeYoe & Van Essen, 1988; Marr,
1982). Indeed, there have been successful motion models
that do not concern form information at all, yet manage
to explain a wide range of motion perception phenom-
ena (Adelson & Bergen, 1985; Lu & Sperling, 1995; Van
Santen & Sperling, 1984, 1985; Watson & Ahumada,
1985; Wilson, Ferrera, & Yo, 1992). However, growing
evidence now suggests that form information can
influence the extraction of motion information in
various ways. (Badcock, McKendrick, & Ma-Wyatt,
2003; Burr & Ross, 2002; Edwards & Crane, 2007;
Geisler, 1999; Geisler, Albrecht, Crane, & Stern, 2001;
Kourtzi & Kanwisher, 2000; Krekelberg, Dannenberg,
Hoffmann, Bremmer, & Ross, 2003; Mather, Pavan,
Bellacosa, & Casco, 2012; Pavan et al., 2011; Pavan,
Marotti, & Mather, 2013; Ross, Badcock, & Hayes,
2000). The influence of form on motion perception
might occur at several different motion processing
stages, including at a local motion sensing stage such as
V1 (Geisler et al., 2001), at a motion integration stage
such as MT (Mather et al., 2012), and even at higher
computational levels (Pavan et al., 2013; see Mather,
Pavan, Marotti, Campana, & Casco, 2013, for a review).

The barber-pole illusion

Although computational theories of the influence of
form on motion perception have been formulated only
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quite recently (e.g., Grossberg, Mingolla, & Viswana-
than, 2001), the phenomena caused by form-motion
interaction were noted long ago. Perhaps the earliest
and best-known phenomenon is the barber-pole
illusion (BPI; Wallach, 1935), in which a cylinder is
painted with diagonal black and white stripes. When
the cylinder rotates about its axis, the stripes appear to
move parallel to the axis (Figure 1a). In experimental
settings, the barber-pole display is usually produced by
multiplying a moving grating (the carrier) by a
rectangular modulator, so that the motion stimulus is
enclosed within the rectangular region (Figure 1b). Like
the illusion produced by a real barber pole, the
apparent motion direction of the translating bars is
parallel to the long axis of the modulator. The illusion
cannot be explained by any motion models that do not
explicitly consider the shape of the spatial structure
enclosing the motion signal. To account for the form-
motion interaction that is implicit in the BPI would
require further elaboration of the existing motion
theories. We now consider previously proposed theo-
ries of form-motion interaction.

End-stop theories of the BPI

Obviously, different theories on the BPI can lead to
different implications of the underlying neural mecha-
nisms and different implications of the visual process-
ing stages where the form-motion interaction takes
place. Perhaps the current predominant view is that the

BPI is determined by the motion of bar terminators (or
end-stops) at the modulator boundary (Castet, Char-
ton, & Dufour, 1999; Fisher & Zanker, 2001; Kooi,
1993; Lidén & Mingolla, 1998; Lorenceau et al., 1993;
Shimojo, Silverman, & Nakayama, 1989). In the end-
stop theories, the detection of the end-stop motion is
implemented by a designated mechanism often referred
as the end-stop mechanism. Motion produced by the
end-stop mechanism then combines with that comput-
ed by the conventional motion mechanisms to produce
the BPI (Tsui, Hunter, Born, & Pack, 2010). The end-
stop theory explains the BPI within a purely motion
(dorsal) pathway (Pack, Gartland, & Born, 2004; Pack,
Livingstone, Duffy, & Born, 2003) and does not require
subsequent crosstalk between form and motion pro-
cessing streams (Mather et al., 2013).

Motion-streak theories of the BPI

Contrary to end-stop explanations, the BPI retains
when end-stop motions are in directions different from
the modulator’s elongated orientation (Beutter, Mulli-
gan, & Stone, 1996; Castet & Wuerger, 1997). Also, the
BPI is weakened substantially when the overall end-stop
motions are still along the modulator’s elongated
orientation but the modulator boundary contains
irregular details (Badcock et al., 2003). Based on these
results, Badcock et al. (2003) proposed that the
modulator boundary acted like the motion streak in
motion-streak models (e.g., Geisler, 1999) to produce the

Figure 1. Three ways of producing classical barber-pole displays viewed through a circular window. (The red annulus surrounding the

window is actually opaque and contiguous with the background; it is illustrated as being partially transparent to reveal how the

displays are created.) (a) View a real barber pole behind a circular window. The cylinder on which the stripes are painted rotates

around a vertical axis. Although the real motion in the image plane is purely horizontal, the stripes appear to move vertically upwards.

(b) Either on a computer monitor or with real materials, produce a rectangular aperture (the modulator) with the long side oriented

vertically. Behind the rectangular aperture, move a grating (the carrier) diagonally upward to the right. Although the real motion is

upward to the right, the direction of apparent motion within the aperture is upward, as in (a). (c) On a piece of white paper, produce

an image of a barber pole as illustrated, i.e., a snapshot of a barber pole. Drag the snapshot vertically upwards. When a dynamic

stimulus can be produced simply by moving a (nondeforming) snapshot of the stimulus, it is called a rigid translation.

Journal of Vision (2014) 14(5):1, 1–27 Sun, Chubb, & Sperling 2



BPI. Badcock et al.’s proposal implied late interactions
between the form and motion processing streams.
Currently, this theory is heuristic, not computational.

Feature-tracking theories of the BPI

A relatively easy but often implicitly articulated
theory of the BPI is a feature-tracking theory. Marshall
(1990) explained the BPI in a way that is equivalent to
tracking the two-dimensional (2-D) spatial features—
the bar segments—in Figure 1b. Computationally, the
feature-tracking theory is similar to the end-stop theory
insofar as end-stops are considered as features.

BPI: An implicit computation of the direction of rigid
translation?

The computation of rigid direction is another
possible candidate theory for the BPI. We define ‘‘rigid
direction’’ as follows. Consider a visual stimulus that is
painted or photographed on a sheet of paper; the sheet
of paper is translated in a particular direction, then
viewed through a window. The direction in which the
paper moves is the rigid direction of the visual stimulus.
A dynamic display has a rigid direction if and only if all
its features move in precisely the same direction at
precisely the same speed. The common direction of all

the features is the rigid direction of the dynamic pattern.
Obviously, only a tiny subset of dynamic patterns has a
unique rigid direction. A barber-pole stimulus like the
one shown in Figure 1b viewed through a circular
window produces exactly the same dynamic stimulus as
is produced by dragging a snapshot of the same stimulus
upward behind the circular window (Figure 1c). That is,
the rigid direction of a barber-pole stimulus is the same
as the modulator’s elongated orientation, as long as the
modulator extends beyond the circular aperture.

A number of different algorithms have been pro-
posed to extract the rigid direction of a moving image.
Therefore, motion models with the components that
implement these algorithms (Adelson & Movshon,
1982; Heeger, 1987; Perrone, 2004, 2012; Simoncelli &
Heeger, 1998) can potentially account for the BPI.
These models do not require an end-stop processing
mechanism or a feature-tracking mechanism.

The moving-barber-pole display

Is the BPI a result of computing a rigid-motion
direction? Or a computation involving tracking features
such as end-stops? Or a form-motion interaction that
requires late crosstalk between the motion and form
processing pathways? It is difficult to discriminate
between these theories because for a typical barber-pole
display, the feature direction, the rigid direction, and
the modulator’s elongated orientation are the same,
and all are consistent with the direction of the BPI.

A cartoon illustration

Because the different theories of the BPI all make
identical motion predictions in a simple barber-pole
display, we propose a new diagnostic display: moving
barber poles. A typical barber-pole display contains a
static modulator window. In a moving-barber-pole
display, the modulator moves in a direction and with a
speed that is independent of the carrier motion. To
illustrate this new display, consider three active barber
polesbeing carriedbya truck that is driving leftwardwhile
the barber poles it is carrying are just as active as they
normally are (Figure 2a). Figure 2b illustrates a counter-
intuitive fact: When viewed through a circular window, a
view identical to the view of the barber poles being carried
by the truck could have been produced by translating a
snapshot of the barber poles in a particular direction (i.e.,
the direction of rigid translation) that depends on the
relative speed of the truck and of the barber-pole stripes.

Constructing the moving-barber-pole stimulus

Figure 2 illustrates the basis of the moving-barber-
pole stimuli. In the experiments, the moving-barber-

Figure 2. Cartoon illustration of the moving-barber-pole display.

(a) A realistic scenario in which a moving truck carries three

active barber poles. The truck and the carrier gratings inside

each pole move independently. In this cartoon illustration, the

truck moves horizontally to the left (the modulator) and the

gratings within the barber poles (the carrier) translate

diagonally up to the right. Therefore, motion of the bar

terminators or end-stop motion is up to the left. Although the

stimuli in the experiments are generated as the product of a

modulator sinewave grating and a carrier sinewave grating

viewed through a Gaussian window, they appear very much as

the barber poles on moving truck would appear. (b) Remarkably,

a stimulus identical to (a) can be produced by moving a

snapshot of the barber poles in a particular direction, the

direction of rigid translation, which depends on the speed and

direction of the modulator and of the carrier.
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pole display is generated by multiplying a moving
sinusoidal grating (carrier) with a raised cosine function
(modulator) that moves independently of the carrier.
Figure 3a shows a snapshot of a moving-barber-pole
stimulus. In this example, the carrier moves diagonally
up to the right and the modulator moves horizontally
to the left. The rigid direction is not in line with the
modulator’s elongated orientation. By definition, fea-
tures move in the direction of rigid translation.
Therefore, the direction of the feature motion (i.e., the
motion of a bar segment as a whole, or end-stop
motion) is also different from the modulator’s elon-
gated orientation. That the elongation motion direction
and the rigid motion direction are quite different makes
the moving-barber-pole display highly diagnostic.

Figure 3b through f illustrate the construction of the
moving-barber-pole stimulus. Let xc and xm be the
spatial frequencies of the carrier and modulator
respectively, let xtc and xtm be the temporal frequencies

of the carrier and modulator respectively, and let hc and
hm be the angles of the two gratings relative to the

vertical, upward direction. Then a moving-barber-pole

stimulus is generated by the following equation:

Sðx; y; tÞ ¼ sinðxcðx cos hc � y sin hcÞ þ xtctÞð1
þ cosðxmðx cos hm � y sin hmÞ þ xtmtÞÞ

¼ sinðxcðx cos hc � y sin hcÞ þ xtctÞ

þ 1

2
sinðxðxc cos hc þ xm cos hmÞ

� yðxc sin hc þ xm sin hmÞ
þ ðxtc þ xtmÞtÞ

þ 1

2
sinðxðxc cos hc � xm cos hmÞ

� yðxc sin hc � xm sin hmÞ
þ ðxtc � xtmÞtÞ

ð1Þ

Figure 3. Stimulus decomposition. (a) Snapshot of a moving-barber-pole stimulus. The direction of motion of 2-D spatial features such

as end-stops is, by definition, the same direction as the rigid motion of the image within the circular (Gaussian) window. This

particular stimulus was constructed by multiplying (b) a moving sinusoid carrier with (c) a moving raised cosine modulator. The

multiplication is equivalent to the addition of (d) the carrier grating (same as [b]) and the two side-band components (e). (f). The

length of the arrows is arbitrary; arrows merely indicate directions of motion.
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Equation 1 shows that the stimulus can be decom-
posed into three Fourier components: the original
carrier component and two side-band components at
half of the carrier contrast. Knowing the Fourier
components allows one to examine the role of the first-
order motion system, which is often assumed to compute
a weighted sum of all available Fourier components.

Introducing the modulator motion adds complica-
tions. In particular, the movement of the modulator
itself is a higher-order motion signal. In an attempt to
isolate a single or smaller number of mechanisms, the
observations in this study were primarily peripheral,
because peripheral viewing involves fewer higher-order
motion computations (Chubb & Sperling, 1989; Lu &
Sperling, 1999).

We used multiple barber poles (versus a single barber
pole) so that the center of gravity of all the visible
material in the viewing window would remain approx-
imately constant and independent of temporal and
spatial frequencies of the carrier and modulator.
Preliminary observations indicated that some observers
were sensitive to the overall movement of a single
barber pole. The lateral movement of a single barber
pole apparently engages a motion mechanism different
from the mechanism that detects movement of the
barber-pole stripes (the carrier). The multiple barber-
pole stimulus represents our attempt to reduce the
number of motion mechanisms involved and thereby,
hopefully, to isolate a single motion mechanism.

General methods, all experiments

Apparatus

The experiment was controlled by a Macintosh Intel
computer running Matlab (MathWorks, Natick, MA)
with the Psychtoolbox package (Brainard, 1997).
Stimuli were displayed on a 15-in. Mitsubishi Diamand

Pro 710S VGA monitor (Mitsubishi Electric, Tokyo,
Japan) with 1024 · 768 resolution running at 85 Hz
refresh rate. A lookup table containing 256 gray levels
was generated by a standard calibration procedure. The
mean luminance of all the stimuli was set at 76.7 cd/m2.

Subjects

Three naive subjects and one author (S2), ages 22–
29, participated in the experiments. Two of the naive
subjects (S1 and S4) were psychology undergraduates
unassociated with the lab and were kept naive to the
purpose of the experiment. A student from a different
department was the other naive subject (S3). All
methods were approved by the University of California
Irvine Institutional Review Board.

Procedure

Peripheral viewing

In Experiments 1, 2, 3, and 4, stimuli were viewed 78
peripherally. Subjects initiated the experiment by
pressing a button and were subsequently shown a clock
face in the center of the screen (Figure 4). After a
fixation period of 1 s, a stimulus could appear on either
side of the clock face, the center of the stimulus was
always 78 to the left or right of the fixation point. The
clock remained on the screen during the whole
experiment to enforce fixation. Following an exposure
time of 500 ms, subjects indicated the perceived
direction of dominant motion on the clock face with a
mouse-controlled pointer. Before the formal experi-
ments, naive subjects familiarized themselves with the
task by conducting 50 practice trials.

Foveal viewing

In Experiment 5, stimuli were viewed foveally. The
experimental setting was the same as in the peripheral

Figure 4. Illustration of the peripheral viewing condition. Within a trial, subjects fixated at the central dot while the stimulus was

played for 500 ms. The black clock face remained present during the entire experiment to enforce fixation. Two stimuli are shown

here, but only one of these two randomly appeared in any particular trial. In the experiments the orientation of the modulator was

randomly chosen between 08 and 3598.
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viewing condition except that the stimuli appeared in
the center of the monitor.

Experiment 1: Baseline peripheral
conditions

The first experiment aimed to establish the baseline
performance for peripherally viewed moving barber
poles with different modulator temporal frequencies.
The orientation of the aperture window remained
constant. The carrier temporal frequency was fixed at
10 Hz and the modulator varied. As it did, so did the
feature and rigid motion directions. Insofar as the
perceived motion directions were in line with the
modulator orientation (and remained so irrespective of
the variation of the rigid direction with modulator
frequency), then this form-motion interaction could not
be entirely due to the perceptual computation of the
rigid (or feature) motion directions.

Stimuli

Stimuli contained a 10 Hz moving sinusoidal grating
(carrier) whose contrast was modulated by a raised
cosine function (modulator) that was either static or
moving at variable temporal frequencies. When the
angle between the carrier’s and modulator’s motion
directions was greater than p/2, we say that they moved
in opposite directions. This configuration resulted in
multiple stripes of moving barber poles. The carrier and
modulator had a spatial frequency of 1.0 and 0.5 c/d
respectively. A Gaussian window with a standard
deviation of 1.48 of visual angle was imposed, making
the visible area subtend 58 or so. The highest contrast in
the stimuli was fixed to 0.48. The direction of the carrier
motion and the orientation of the modulator gratings
form an angle that we term the relative angle. For
instance the snapshot used in Figure 3 has a relative
angle of –p/4. We tested three relative angles (�p/5,�p/
4, �3p/10) and seven different modulator temporal
frequencies (�10, �5, �2.5, 0, 2.5, 5, 10 Hz) with the
negative sign representing the condition in which the
modulator and carrier were moving in opposite
directions. For any combination of the factors above,
we generated 30 repetitions in which the entire display
was randomly rotated. The rotation angles were drawn
without replacement from a set of 30 angles that were
jittered around 30 evenly spaced angles around the
entire clock. Thus in total there were 630 trials in a full
session and 30 measurements for each testing condi-
tion.

Results and discussion

For each rotated display, we subtracted from each
recorded perceived motion direction (PMD) the corre-
sponding rotation angles so that the resulting PMDs
were made relative to the direction of a perfect barber-
pole motion, i.e.., relative to the upward vertical
direction. Figure 5a shows the histograms of a naive
subject’s (S1) PMD for a stimulus with relative angle of
–p/5 over all modulator temporal frequencies. Each
panel corresponds to a particular modulator temporal
frequency. The barber-pole motion direction is at 08
(the upward vertical direction) in all panels, whereas
the rigid direction changes as the modulator temporal
frequency changes. Circular Gaussian functions (Be-
rens, 2009) were then fit to the PMDs for each
modulator temporal frequency, and the mean values of
those circular Gaussian functions were plotted as
functions of temporal frequencies, as shown in Figure
5b. Directions of the carrier motion (solid blue), rigid
motion (solid green), higher-order motion (dotted red),
and barber-pole motion (dashed red at 08) are
annotated to be compared against the mean PMDs
(black). In the same format, we present the data for all
subjects under all testing conditions in Figure 6.

The term MBPI is used to refer to the phenomenon
in which the perceived motion direction of a moving-
barber-pole display is inline with the modulator’s
orientation. For a range of modulator temporal
frequencies (variable across subjects), the PMD curves
in Figure 6 overlap the moving-barber-pole curve, i.e.,
they exhibit the MBPI. One naive subject (S4) showed
relatively small ranges of MBPI. For all tested temporal
frequencies, PMDs always fell in between the rigid
direction and the MBPI direction. For most subjects,
PMDs coincided with the rigid direction only at high
temporal frequencies of the modulator. The clear
deviation from rigidity shows that the MBPI requires a
computation other than tracking features such as end-
stops or computing the rigid direction.

First-order carrier motion alone does not explain the
result. However, the carrier motion is not the only
Fourier component available to the first-order system
(Figure 3d through f), although it should be the
dominant one due to the fact that its contrast is twice
the contrasts of the two side-band components.

Sperling and Liu (2009) proposed a quantitative
theory of the first-order motion system processing that
applied to Type 1 and Type 2 (Wilson et al., 1992),
plaid stimuli with equal spatial frequencies. When only
the first-order system was involved, perceived motion
directions of their foveally viewed plaid stimuli were
accurately predicted by a linear summation of the two
components’ first-order motion-strength vectors.

The magnitudes of the two vectors were proportional
to the squared values of the component’s contrasts. The
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Figure 5. Experiment 1: An example of a naive subject’s perceived direction in moving-barber-pole stimuli with modulator temporal

frequencies ranging from�10 toþ10 Hz. (a) The histograms of PMD for a moving-barber-pole stimulus that has a relative angle of –/

5, versus modulator temporal frequency. The green solid line and the dashed red line, respectively, indicate the feature direction and

the MBPI motion direction. Although on each trial the rotation angle was chosen randomly between 08 and 3598 deg, here the MBPI

motion direction is always shown as 08, corresponding to the upward vertical direction in the stimulus snapshot. (b) The mean value

of each PMD histogram plotted against modulator temporal frequency; the carrier temporal frequency was 10 Hz. Error bars

represent 95% confidence intervals.
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predicted motion direction of this theory is illustrated
by the dotted blue line in Figure 5b, which is very close
to the carrier motion direction and therefore does not
explain the results.

One possible explanation for the MBPI is that the
visual system conducts a vector summation of the

carrier (first-order) and modulator (higher-order)
motions. It is possible that the strength of the
modulator motion is reduced in the periphery such that
the remaining higher-order motion strength and the
intact strength of the first-order motion add up,
coincidentally, to align with the direction of MBPI.

Figure 6. Experiment 1: Mean perceived motion directions of four subjects (separated in rows) in peripherally viewed moving-barber-

pole stimuli of three relative angles (separated in columns). Notation is the same as Figure 5b.

Journal of Vision (2014) 14(5):1, 1–27 Sun, Chubb, & Sperling 8



Such a summation of first- and higher-order motion
vectors has been proposed in other contexts (Tse &
Hsieh, 2006; Wilson et al., 1992).

However, even the data in Experiment 1 alone
indicate that the combination of first- and higher-order
motion is unlikely to explain MBPI. This is because the
MBPI prevailed when the modulator was static. PMD
would have been close to pure first-order carrier motion
(not MBPI) had it resulted from the combination of
first- and higher-order motions vectors. Also, when the
carrier and modulator moved in the same direction
(i.e., when the modulator temporal frequencies were
positive in Figure 5b), PMDs did not fall between the
carrier and modulator motion direction as the combi-
nation rule would have predicted. Instead, PMDs fell
between the MBPI and the feature direction. The
MBPI requires another explanation.

Experiment 2: Carrier temporal
frequency

Experiment 1 tested the dependency of the MBPI on
the higher-order modulator temporal frequency, and
found that the MBPI obtained over a middle range of
modulator frequencies.

Experiment 2 investigated the effect of varying the
carrier temporal frequency.

Stimuli

Stimuli remained the same except that the relative
angle of the carrier stripes was fixed at –p/4 and three
more carrier temporal frequencies (5, 2.5, 0 Hz) were
included. That is, the previous condition of 10 Hz
carrier temporal frequency was interleaved with three
more conditions of the carrier temporal frequency. Of
course, when the carrier temporal frequency was 0 Hz,
the modulator was never 0 Hz.

Results and discussion

Figure 7 shows mean PMDs as functions of
modulator temporal frequencies at four carrier
temporal frequencies. At the carrier temporal fre-
quency of 10 Hz, PMDs are essentially identical to
those in Experiment 1. As carrier temporal frequency
decreases, so does the influence of the MBPI direction
on the PMD—an indication that MBPI depends on
the carrier temporal frequency. When carrier tempo-
ral frequency decreases to zero, PMD is entirely in
the feature direction. In fact, PMDs always lie

between the feature direction and the MBPI motion
direction.

As in Experiment 1, increasing modulator temporal
frequency tends to align PMDs with the feature
direction. Inspection of Figure 7 shows that, although
carrier motion and modulator motion both influence
PMD, it cannot by simple addition of velocity
vectors.

Experiment 3: Phase of adjacent
barber poles

Experiment 2 showed that the MBPI was affected by
changes in the carrier temporal frequency. The carrier
motion in the three visible barber poles within a
circular Gaussian window in the stimuli of Experiments
1 and 2 was derived from the same fundamental sine-
wave component (Figure 3d). This configuration may
generate an implicit computation (or even a percept) of
a single, extended sine wave (rather than of several sine
waves restricted within each pole) moving behind
vertical occluders (the zero-contrast regions), especially
in the periphery. Experiment 3 investigated whether
having a single carrier sine-wave component fill all
three barber poles is critical for the MBPI.

Stimuli

The single sine-wave component was effectively
removed by reversing the carrier contrast in half of all
the barber poles (see the example in Figure 8). To do
this, the sign of the raised cosine modulator was flipped
in every other spatial cycle. Within each pole, however,
the carrier motion was perfectly retained despite this
manipulation.

Results and discussion

PMDs for the control condition and the contrast-
reversed condition are shown in Figure 8. The MBPI is
dominant in the control condition (left column) and is
hardly affected even when the percept of a single carrier
motion is not available (right column). This suggests
that the computation of the MBPI does not need the
computation of the single, extended carrier motion. In
fact the whole pattern of the PMD curve seems
unaffected. If the computation giving rise to the PMD
curve does involve the computation of the carrier
motion, then the carrier motion is probably computed
locally within each pole, rather than over the entire
visible area.
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Figure 7. Experiment 2: Mean PMDs of four subjects in peripherally viewed moving-barber-pole stimuli in which the temporal

frequency of the carrier was varied from 10 Hz to 0 Hz. Notation is the same as Figure 5b. The condition in which both carrier and

modulator were static was not tested; the data point in that case is drawn at (0, 0).
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Experiment 4: Masking the
modulator

Humans are sensitive to motion that is not based on
luminance modulation. Such an ability has been
attributed to the existence of second- and/or third-order
motion systems in the visual system (Lu & Sperling,
1995). The second-order motion system is based on
contrast-energy modulation. The third-order motion
system operates on features and has a lower temporal
resolution than the second-order system. As the
experiments here do not distinguish between second-
and third-order motion, we refer to them collectively as
higher-order motion. The motion of the translating
modulator in the moving-barber-pole stimuli can, in
principle, be detected by a higher-order motion system.
Experiment 4 investigates the extent to which the MBPI
depends on the detection of modulator motion by
higher-order motion systems. Masking stimuli are
introduced that significantly reduce the power of higher-
order motion signals in moving-barber-pole stimuli.

Stimuli

The introduction of masking stimuli was greatly
facilitated by replacing the raised cosine modulator of

Experiments 1, 2, and 3 with a raised square-wave
modulator. The zero contrast regions were filled with
phase-randomizing sine-wave gratings of the same
orientation as that of the carrier. The masking gratings
changed phase randomly every two screen refreshes on
the 85 Hz monitor. As a result, each masking strip had
a broad temporal frequency band whose range was
between 0 and 21.5 Hz in the case of static modulators.
Two spatial frequencies of masking gratings were
tested: 1.0 c/d (same as the carrier) and 2.0 c/d. For the
2.0 c/d masking grating, one extra contrast condition
was included in which the masking grating had twice
the contrast of the carrier.

The reason for including an additional double-
contrast level for the 2 cpd masking grating was that
higher spatial frequency textures were found to produce
less energy than lower spatial frequency textures in the
context of higher-order motion processing (Werk-
hoven, Sperling, & Chubb, 1993). Sine-wave gratings of
twice the spatial frequency of the carrier cannot silence
the higher-order system because of the existence of the
energy difference. Thus doubling the contrast of the
high spatial frequency masking stimuli will bring the
masking stimuli close to the carrier in terms of the
texture energies on which the higher-order system
operates (Werkhoven et al., 1993). Snapshots of the
new stimuli are given in Figure 9. Since our interest in
this experiment was whether MBPI depended on
higher-order motion processing and therefore could be

Figure 8. Experiment 3: Same or opposite phase of the carrier in adjacent barber poles. Notation is the same as Figure 5b. The upper

row corresponds to the interleaved control condition in which all barber poles share the same fundamental sine-wave carrier, a

condition that was tested in Experiments 1 and 2. The lower row shows PMDs in the altered moving-barber-pole stimuli in which the

raised cosine modulator flipped signs every other spatial cycle. This manipulation causes the carrier in adjacent barber poles to have

reversed contrasts, resulting in the elimination of the fundamental carrier sine-wave component from the spectrum. PMDs do not

differ significantly for stimuli with and without the fundamental sine-wave component.
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abolished or diminished by the lateral masking, we only
tested the five modulator temporal frequencies (�5,
�2.5, 0, 2.5, 5 Hz) for which the MBPI was most
pronounced.

Results and discussion

Figure 10 shows results for all subjects. Overall, the
Experiment 4 data obtained with square-wave barber
poles and an interposed masking grating are remark-
ably similar to the Experiment 1 data obtained with
sinusoidal barber poles without masking. Insofar as
there may be a slight difference in PMD between
masked and unmasked stimuli, it occurs only at the
maximum modulator temporal frequency (þ5 Hz, at
the extreme right of the panels in Figure 10) where
there is no MBPI. There, in 4 out of 12 panels, masked
PMDs deviate slightly more than unmasked PMDs
towards the rigid direction. The obvious conclusion is
that these masking gratings have no effect whatsoever
on the MBPI. Therefore, varying the modulator
temporal frequency in Experiments 1 and 2 must have
affected the MBPI without affecting higher-order
motion computations. In the periphery, higher-order
motion perception of the modulator is already so weak
that masking it has no further effect.

Experiment 5: Foveal viewing

The previous four experiments tested exclusively
peripheral viewing. Higher-order motion perception is
much stronger in the fovea than in the periphery, so it is
of interest to determine how subjects would respond to
the same stimuli that had been viewed peripherally
when they were presented in the fovea. Until this point,
the three naive subjects had never seen the testing
stimuli in their fovea. Experiment 5 measured the

PMDs for these same four subjects when they viewed
moving-barber-pole stimuli foveally.

In Experiment 4, the addition of masking gratings
did not eliminate the MBPI. In foveal viewing
(Experiment 5) higher-order motion (both second-
order and third-order) is much stronger than in
peripheral viewing (Chubb & Sperling, 1989; Lu &
Sperling, 1999). To determine the role of higher-order
motion in the foveal MBPI, Experiment 5 also
measured their PMDs in moving-barber-pole stimuli in
which higher order motion has been significantly
attenuated by the addition of masking gratings that
have the same spatial frequency as the carrier (as in
Experiment 4, Figures 9a and 10, column 1).

Stimuli

Stimuli were a standard moving barber pole with a
relative angle of –p/4 and a barber pole with masking
gratings of the same spatial frequency as the carrier
(Figure 9a). The two conditions were tested in separate
blocks. For comparability with the previous experi-
ments, subjects were required to judge the dominant
motion direction. Following the standard testing
procedure in which subjects only indicated perceived
motion directions, in a separate session, subjects viewed
the stimuli foveally and only gave verbal descriptions of
the motions they saw.

Results and discussion

For standard, masking-free, moving barber poles
(except when the modulators move at 5 Hz in the same
direction as the carrier), according to their verbal
descriptions, subjects typically saw two separate
motions, one corresponding to the higher-order mod-
ulator motion and the other corresponding to local
motion streams inside each pole. In order to give an

Figure 9. Examples of three masking gratings used in Experiment 4. Moving sine waves are modulated by translating square-wave

modulators. Where modulator contrast is zero, masking stimuli made of phase-randomizing sine waves are added. (a) The masking

gratings have the same spatial frequency as the original sine-wave carrier. (b) The masking gratings’ spatial frequencies are twice

those of the original sine wave. (c) Same as (b) but the masking gratings have twice the contrast of the original carrier.
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Figure 10. Experiment 4: Mean PMDs of four subjects in peripherally viewed moving-barber-pole stimuli with masking gratings that

reduce the influence of higher-order motion-perception mechanisms. Solid black lines connect the data points. The solid red line is

comparison data from Experiment 1 (Figure 6, middle column) obtained without masking gratings. Other notation is the same as

Figure 5b. Columns are arranged in the same order as in Figure 9.
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estimate of only one dominant motion, they variously
responded to either one of the motions or they
responded with an arbitrary compromise between those
motions. When the modulator moved at 5 Hz in the
same direction as the carrier, they saw a single coherent
motion (the feature, i.e. rigid motion).

PMDs for standard moving barber poles are given in
the first row of Figure 11. No obvious MBPI is present
compared to the same stimuli viewed peripherally
(Figure 6). Interestingly, in some conditions, the mean
PMDs are close to the higher-order modulator motion
direction, which never occurred in the peripheral
viewing condition. Large error bars indicate that PMDs
obtained in the fovea are diverse. When plotted as
circular histograms (Figure 12), PMDs are indeed very
diverse and sometimes show multi-modality patterns.
In other words, when the higher-order modulator
motion is available to the motion system, it does not
help form the MBPI motion but instead masks it. On
the other hand, attenuating the higher-order modulator
motion with the masking gratings in foveal viewing
(Figure 11, bottom row) or by peripheral viewing
(Figure 6) greatly facilitates the MBPI.

In contrast to the diverse histograms in foveally
viewed standard moving-barber-pole stimuli, with the
addition of masking gratings, the circular histograms of
PMDs become more compact and centered on the
MBPI direction, as shown in Figure 13. This is
especially true when the modulator moves in the
opposite direction of the carrier. Also notable in Figure
13 is that sometimes PMD is in the reversed direction of
MBPI. In some cases this might be due to a confusion

of random motion components of the interleaved
masking gratings with the motion of the moving-
barber-pole grating. However, the frequency of re-
versed versus normal MBPI directions in several of the
panels of Figure 13 suggests the possibility of reversed
MBPI.

Note that the mean PMDs for S4 in the lower right
panel of Figure 11 are not in the same range as those
for the other three subjects. But S4’s circular histo-
grams under the two conditions (the rightmost two
panels in the bottom row in Figure 13) reveal that this
subject frequently perceived a reversed MBPI. The
average of MBPI and reverse MBPI gives an unusual
angle. Apart from this one case, the other mean PMDs
for the masked moving barber poles clearly demon-
strate the change of PMDs from an irregular, random
pattern (first row) to a MBPI dominated pattern
(second row). In other words, the addition of the
between pole masking gratings restored MBPI in the
foveal view.

Figure 14 shows histograms of PMDs pooled for all
subjects. For regular moving-barber-pole stimuli (top
row), the component of MBPI is either swamped
amidst the broad range of the responses (e.g., for
modulator frequency�5 and�2.5 Hz) or is very weak
compared to the component of the rigid direction (e.g.,
for modulator frequencyþ2.5 and þ5 Hz). Of course
for 0 Hz, a stationary modulator, i.e., a classical barber
pole, a normal BPI is observed. When the modulator is
masked (bottom row), PMDs clearly peak around the
MBPI direction for almost all modulator temporal
frequencies. The exception is þ5 Hz modulator

Figure 11. Experiment 5: Mean PMDs for foveally viewed moving barber poles with masking gratings (bottom row) and without (top

row).
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frequency, in which case there is a secondary peak
around the reversed MBPI direction.

Even in the case of a stationary modulator, the
masking grating compresses the histogram of PMDs,
i.e., it improves the classical BPI. This is contrary to the
observations of Lalanne (2006) who found that lateral
masking and adaptation impaired the BPI. This may be
due to the use of a much lower temporal frequency of
the carrier (2.5 and 3.3 Hz) than the 10 Hz in the
present study. Lower temporal frequencies make
possible the involvement of higher-order motion
processes in the perception of carrier motion.

Review

In the moving-barber-pole stimulus, the directions of
rigid motion (same as feature motion), first-order
motion, higher-order motion, MBPI motion are all
different. However, the fact that MBPI is consistently
perceived over a wide range of parameters is not
predicted by any current model or theory. We consider

here what current motion perception models do predict
as the direction of perceived motion in moving-barber-
pole stimuli.

We begin with the most general motion-perception
models.

For moving-barber-pole stimuli, models based on
the principle of computing the rigid direction (Heeger,
1987; Schrater, Knill, & Simoncelli, 2000) predict the
rigid-motion direction, not the MBPI motion direction.
We consider the predicted response to moving-barber-
pole stimuli of two models of MT pattern cells
(Perrone, 2004; Simoncelli & Heeger, 1998). A distinc-
tive feature of MT pattern cells is that they are sensitive
to the direction of the corresponding rigid translation
of a pattern, rather than directions of Fourier
component motions. These MT pattern cell models are
sensitive to the rigid direction not the MBPI direction
of the moving-barber-pole stimulus. Perrone (2012)
used one of the MT pattern cell models (Perrone, 2004)
to generate a field of local velocities (speeds and
directions), on which further processing could be
operated. For the moving-barber-pole stimulus, we
were able to show that these velocity vectors all point in

Figure 12. Experiment 5: Circular histograms of PMDs for moving barber poles without masking gratings viewed foveally. Rows

represent subjects, columns represent modulator temporal frequencies. Each bin is 108 wide. The boundary of the circle corresponds

to 10/30 trials. The dashed red lines represent the MBPI direction. The horizontal dashed red lines represent the modulator direction

except at 0 Hz when there is no modulator motion. The solid green lines represent the rigid (feature) direction.
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the rigid direction. The field of MT pattern-cell
velocities would require further elaboration to account
for the MBPI.

Feature tracking (Bowns, 1996; Rubin & Hochstein,
1993) or end-stop theories (Tsui et al., 2010) also
predict rigid motion because, by definition, features
move in the rigid direction. Models based on summing
first- and higher-order motion vectors (Wilson et al.,
1992) are vetoed by our data. This is because in our
peripheral stimuli, higher-order motion had no influ-
ence on the perceived direction, and the first-order
motion direction was not in the MBPI motion

direction. Moreover, in foveal viewing, Experiment 5
showed that higher-order motion interfered with the
MBPI, and that canceling higher-order motion pro-
duced a foveal MBPI. Since none of the general motion
perception models works, it seems reasonable to
consider mechanisms that specifically deal with the
MBPI, i.e., mechanisms that not only compute a
motion signal but also take into account the shape of
the modulator window or other non-motion aspects of
the motion stimulus. We briefly review four models that
incorporate such extra mechanisms before proposing a
new model.

Figure 13. Experiment 5: Circular histograms of PMDs for moving barber poles with masking gratings viewed foveally. Notation is the

same as Figure 12.

Figure 14. Experiment 5: Histograms of PMDs in foveally viewed moving barber poles for five modulator frequencies, with and

without masking, pooled for four subjects. Upper row: without masking, Lower row: with masking.
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Noticing that spatial orientation-selective mecha-
nisms were involved in the detection of motion
direction, Geisler (1999) proposed a spatial motion-
direction sensor that consists of a orientation selective
subunit and a motion selective subunit. The subunits
were so arranged that the preferred directions of the
motion unit and the orientation of the spatial unit were
parallel. Outputs of the two subunits were combined
multiplicatively to produce a response that peaked
when the stimulus motion produced a motion streak
oriented parallel to the orientation of the spatial sub-
unit. The anisotropy power spectrum theory proposed
by Barlow and Olshausen (2004) extends the spatial
orientation subunit in Geisler’s model (1999) to include
spatial higher-order units. The Barlow-Olshausen
theory implies that higher-order, non-Fourier spatial
patterns can bias motion perception towards the
orientation of higher-order spatial subunit, much as the
first-order spatial subunit in Geisler’s theory could bias
the perceived motion directions towards its spatial
orientation. The biasing influence of higher-order
spatial patterns was verified by Badcock and Dickinson
(2009). This extended spatial motion-direction sensor is
consistent with some of our data but it fails to explain
why masking the higher-order pattern does not impair
(as predicted) the MBPI. Furthermore, it fails to
explain why reducing carrier temporal frequency
weakened the MBPI.

Grzywacz, Watamaniuk, and Mckee (1995) pro-
posed a temporal coherence theory to explain the
enhanced dot motion detection when a target dot
moved along a regular trajectory amidst many noise
dots undergoing Brownian motion. Central to this
theory is the idea that local motion detectors with
similar directional tunings are connected along their
preferred direction in space, and successively in time—
literately a feature-tracking mechanism. Therefore,
when the connected detectors in the sequence are all
stimulated, as in the case of a dot moving consistently
in one direction across several frames, this detector
sequence will fire strongly. Essentially a feature
tracking model, the temporal coherence theory always
predicts motion in the direction of features (i.e., the
rigid direction) and therefore cannot be a good theory
for our data. Furthermore, in experiments that do not
involve isolated dots, the Grzywacz et al. (1995) theory
does not specify the relevant features to be matched
between frames (the correspondence problem). Never-
theless, Grzywacz et al. (1995) introduces an interesting
concept: motion detectors with similar directional
tunings connect to one another to respond more
strongly to coherently moving objects. Coherent
direction tuning is reminiscent of the phenomenon of
lateral facilitation found in other sensory domains,
such as in spatial contour integration (Field, Hayes, &

Hess, 1993), and will be an essential feature of the STI
model.

Grossberg et al. (2001) proposed a complicated
formotion model to account for various form-motion-
interaction phenomenon including the barber-pole
illusion. The formotion model cleverly integrates
reliable motion signals often located at end-stops and
T-junctions with ambiguous motions elsewhere to
reproduce the temporal dynamics of the transition from
local bar motion to rigid motion as display duration
increases (Lorenceau et al., 1993). Of more relevance to
our study is its short-range and long-range grouping
stage, which echoes the idea that a higher level of
motion process combines local motion signals in both
space and time as in Van Doorn and Koenderink
(1984) and Fredericksen, Verstraten, and Van De
Grind (1994a, 1994b). In the formotion model, the
long-range grouping is carried out over a Gaussian
shaped, isotropic spatial region whereas the short-range
grouping is carried out over a small anisotropic region
oriented in the preferred motion direction. Therefore, a
direct application of the formotion model to our
moving-barber-pole stimuli will (incorrectly) predict
the rigid motion direction for the moving-barber-pole
stimuli regardless of modulator and carrier temporal
frequencies.

More recently Bowns (2011) introduced a model that
detected collinear patterns in feature traces accumu-
lated over time. This model is designed to explain plaid
motion in which two moving sine-wave components are
superimposed on top of each other. The model first
finds edges by finding zero-crossings of second-deriv-
atives of each individual sine-wave component. Fea-
tures are then extracted by taking only the intersections
(spots) of the two groups of edges. Over time those
intersection spots will trace out lines similar to motion
streaks. The model then runs a Hough transform to
detect dominant lines produced by feature traces and
takes the orientations of these dominant lines as the
predicted motion direction. Insofar as the model finds
features within a frame and traces the motion of these
features, it predicts the rigid direction for moving-
barber-pole stimuli, not the observed MBPI. Never-
theless, in its Hough transform algorithm, Bowns’
model implicitly implements spatial-temporal informa-
tion integration that is critical for explaining the
phenomena observed in moving-barber-pole stimuli.

An intuitive illustration of the motion-path-
integration model

We first briefly overview the motion-path-integration
(MPI) model’s structure in order to provide an intuitive
explanation of why the model succeeds. We propose
that the perception of the MBPI reflects a mechanism
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that operates over a relatively large spatial area and
prolonged time period. In Bowns’ (2011) model, a
moving feature leaves a trace. In the MPI model, the
changing location of local motion energy leaves a trace.
Like feature traces, local motion energy traces for a
given image sequence are functions of both space and
time. Consider for example a moving barber-pole
stimulus, our standard stimulus, in which the modula-
tor moves at a relatively slow temporal frequency
oppositely to the carrier (Figure 15a). To simplify
Figure 15, the sine-wave carrier and modulator are
both represented as square-waves. The feature extrac-
tion process (described in detail below) produces the
bright regions of the carrier square-wave (the bright
regions in Figure 15). These features move in a
consistent direction (i.e., the feature direction) as a
result of the carrier’s and modulator’s cooperative
movement. Figure 15b shows the locations of those

features across four frames. Alternatively, Figure 15
can be thought of as the 2-D projection (i.e., the 2-D
retinal image) of the three-dimensional (3-D) spatial-
temporal feature function over four frames. In Figure
15d through f, the local motion energy traces are shown
based on this 2-D projection of the 3-D feature
functions.

In a 2-D motion signal, local motion energy at a
point exists in many directions. In Figure 15 we show
motion energies, represented as vectors, along three
directions: the barber-pole direction (Figure 15d), the
feature direction (Figure 15e) and the carrier motion
direction (Figure 15f). In each of Figure 15d, e, and f,
dots (instead of vectors) represent points with zero
local motion energy in the corresponding direction.
Regions outside of the barber-pole windows (i.e., zero
contrast regions) contain mostly zero motion energies
in all directions. The solid arrows indicate the motion

Figure 15. Examples of local motion energy traces for a moving-barber-pole stimulus in which the modulator moves to the left at 2.5

Hz and the carrier moves up to the right at 10 Hz. The carrier and the modulator are represented as square-waves with the dark

regions set equal to the background. (a) Snapshot of a single frame. (b) Four consecutive frames shown together. For clarity, features

in frames 2, 3, and 4 are shown in lower contrast. Bars with the same number belong to the same frame in the image sequence. (c)

For clarity, the carrier is represented as square-waves. (d–f) Illustrations of local motion energies along the barber-pole direction, the

feature direction, and the carrier motion direction, respectively. In each figure, spots represent points where local motion energies

are zero. Solid arrows indicate motion energies between frames 1 and 2; dashed arrows indicate motion energies between frames 3

and 4.
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energies computed between frames 1 and 2; the dashed
arrows indicate the motion energies computed between
frame 3 and 4. Motion energies between frame 2 and 3
are similar but are not drawn to reduce clutter. Motion
energies for different frame pairs are labelled distinc-
tively to reflect the fact that local motion energies vary
with time. Although they are drawn in one figure panel,
they actually appear in different frames in time. In this
example, along the barber-pole direction (Figure 15e),
both solid and dashed arrows connect to one another to
form a consistent vertical pattern. Along the other two
directions (Figure 15e, f), the vector connections are
interrupted by zero motion energy regions. Therefore a
mechanism that integrates local motion energies over
an elongated region and over limited time period (i.e.,
one cycle of a 10 Hz stimulus) can potentially explain
the peripheral MBPI in this stimulus. It is worth noting
that the advantage of a vertical connection over other
connections disappears when motion energies are
traced for longer time period. The time period included
in the integration is critical. If the time period included
in the feature trace were to increase significantly, the
vertical direction of Figure 15d would lose its
advantage to the feature tracking direction of Figure
15e. The temporal coherence theory (Grzywacz et al.,
1995) implicitly integrates over a large number of
frames and therefore predicts that the feature (not the
MBPI) direction would be perceived in this stimulus.

Model implementation

The MPI model uses some elements of the temporal
coherence theory (Grzywacz et al., 1995) and the
formotion model (Grossberg et al., 2001). The model
assumes that the MBPI motion is mediated by a
mechanism operating on the output of a local Fourier-
energy motion system. A second stage process then
connects similarly tuned local motion energy detectors
along their preferred directions. We describe each step
of the MPI model in more detail below. Figure 16
shows the result of applying this transducer to a
moving barber pole stimulus.

Feature extraction transducer

The first-order motion system is approximately
linear when the stimulus is of low contrast (Lu &
Sperling, 1995; Van Santen & Sperling, 1984). In
unpublished experiments, we found that the moving-
barber-pole stimulus produced very different motion
perceptions at low versus high contrasts. The low-
contrast data are predictable with a linear transducer.
The high contrast data described here require a highly
nonlinear transducer, essentially a half-wave rectifier.
Data predictions were possible with either a negative
half-wave rectifier that emphasizes the dark phase of
sine wave, or a positive half-wave rectifier that
emphasizes the light phase of the sine waves or,
obviously, with both systems working independently.

Various forms of rectification were tried, and the
model’s predictions were very insensitive to the form.
Here we chose, arbitrarily, to model the transducer as a
positive half-wave rectifier described in Equation 2
below. For high contrast stimuli, this stage creates a
feature map in which the features are the light areas of
the stimulus. Such a nonlinear, feature-extracting stage
was necessary to account for the perceived feature-
motion direction at high temporal frequencies.

The nonlinear transducer function has two positive
parameters, an amplification factor a, and a threshold
p. Let I(x, y, t) be the image sequence. Then the output
of the transducer, the extracted feature map, is given by
Equation 2:

Ftðx; y; tÞ ¼ aIðx; y; tÞ ifIðx; y; tÞ � p
Iðx; y; tÞ ifIðx; y; tÞ, p

�
ð2Þ

where p was 20% and a was 5.0. The exact values of a
and p are not critical as long as features (e.g., the light
bars) are well differentiated from the background.

First-order local motion detector

An Elaborated Reichardt Detector (ERD; Van
Santen & Sperling, 1984, 1985) with a critical modifi-
cation of the shape of the spatial filters’ receptive fields
(Figure 17a) detects local motion energies after the
transducer distortion. A typical ERD has two input
spatial filters occupying the same area in the visual
field. Typically, the two spatial filters have receptive
fields elongated in the direction that is perpendicular to
the detector’s preferred direction of motion. In this
paper we call this type of configuration an orthogonal
design (ORTH). Physiological support for the ORTH
comes from studies of directionally selective cells in V1
that use the reverse correlation technique (DeAngelis,
Ohzawa, & Freeman, 1993, 1995; De Valois, Yund, &
Hepler, 1982; Hubel & Wiesel, 1962). Psychophysical
support for ORTH comes from a study of the contrast
threshold for motion detection (Anderson & Burr,

F x, y, t( )I x, y, t( )

Figure 16. Feature extraction stage in the model.
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1991). However, evidence also exists for a different
receptive field shape in which the spatial receptive field
is elongated in the same direction as the motion
detector’s preferred direction (Fredericksen et al.,
1994a, 1994b; Geisler et al., 2001; Jancke, 2000; Van
Doorn & Koenderink, 1984). We call this type of
configuration an extended design (EXT). A recent
study shows that EXT can help in detecting prolonged
motion such as motion streaks (as opposed to short-
lived, brief motion; Pavan et al., 2011). The evidence
suggests that two quite different receptive field config-

urations both exist but may be differentially effective
depending on stimulus contrast and other factors.1 To
account for our data, it was necessary to use a EXT
design for our ERD’s spatial receptive field; based on
Fredericksen et al. (1994b) and Van Doorn and
Koenderink (1984), we chose an aspect ratio of 10 : 1.
Finally, the bandwidth of the spatial filter was fixed at 1
octave. Defining the bandwidth in terms of octaves
means that the configuration of the spatial filter scales
with the filter’s optimal spatial frequency.

In addition to the spatial filters, the ERD has two
temporal filters. The first temporal filter (TF in Figure
17b) reflects the low- and band-pass characteristic of
human observers’ temporal sensitivity (Robson, 1966;
Watson & Ahumada, 1985). The impulse function is
depicted by the red curve in Figure 17b. The second
temporal filter (TD in Figure 17b) is a first-order, low-
pass filter with an impulse response defined by e�t/s for t
� 0, and 0 for t , 0. TD delays its input and this
delayed input is compared with the undelayed input in
the multiplier unit, ·. The impulse function of the
temporal filter combining the first and second temporal
filters is depicted by the green curve in Figure 17b. This
configuration and the characteristics of the temporal
filters are largely consistent with conventional models
of motion energy detectors (Adelson & Bergen, 1985;
Van Santen & Sperling, 1985; Watson & Ahumada,
1985).

The responses of the ERDs are normalized by the
size of their receptive fields (not shown in Figure 17) to
ensure that all ERDs, independent of their spatial
frequency tuning, respond with equal intensity when
presented with their optimal stimulus. For a given
direction, the MPI model considers only the ERD
optimally tuned to the spatial frequency along that
given direction. To find the optimal spatial frequency in
the moving-barber-pole stimuli for every direction, we
first calculated the optimal spatial frequencies analyt-
ically. Then a computer simulation was conducted to
ensure that ERDs with those optimal spatial frequen-
cies indeed produced the strongest response. To
characterize the first-stage operation, we define ERDhi

as the ERD that is tuned in the direction hi and that
contains optimally tuned spatial filters in the direction
hi. The output of the Local Motion Energy Detector
stage is a field of local motion energies Ei(x, y, t) in the
direction hi:

Eiðx; y; tÞ ¼ ERDhiðFtðx; y; tÞÞ ð3Þ
The MPI model assumes a second stage mechanism

that integrates the output from the Local Motion
Energy Detector over a relatively large area at a limited
time interval. Each component unit of the second-stage
mechanism has its own directional tuning property
(Figure 18a). It aggregates half-rectified responses from
an array of local ERDs that are tuned to the same

Figure 17. Diagrams of the local motion detector components of

the MPI model. (a) A typical ERD. Spatial filters are elongated

perpendicularly to the detector’s preferred motion direction

(Van Santen & Sperling, 1984, 1985). (b) The ERD used in the

MPI model has spatial filters extended in the detector’s

preferred direction (EXT). In (a) and (b), detector’s preferred

motion direction is horizontal, with positive outputs indicating

rightward motion. (c) The impulse response of the temporal

filter TF and the impulse response after passing through TD, TF

· TD. (d) Illustration of the range of directions to which ERDs

are tuned. The striped ovals indicate ERDs as illustrated in (b)

tuned to the directions of the arrows. The full range of motion

directions is assumed to be represented in every local area in

the region of interest.
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direction as the second stage mechanism. This aggre-

gation is carried out over a limited time period r along

a spatial path that is in the common preferred direction

hi of the MPI model’s first- and second-stage mecha-

nisms. To improve the directional selectivity of the

second-stage mechanism, a lateral inhibition region

that flanks the spatial integration path is included.

Together, the integration and inhibition area form a

higher-order receptive field for the second stage

mechanism. We implemented the integration process by

applying a 3-D Gabor filter to the local motion energies

(Equation 3) computed by the previous stage. To

describe the second-state integration we need to define

the following:

First, let Gi(x, y, t) be a 3-D Gabor filter that
aggregates local motion energies at a point x, y and
time t a long the direction hi

Giðx; y; tÞ ¼ expð� ðx cos hi þ y sin hiÞ2

2r2
x

� ðy cos hi � x sin hiÞ2

2ðrx

a Þ
2

Þcosð2p/ðx cos hi

þ y sin hiÞÞexpð� t2

2r2
t

Þ

ð4Þ
The 3-D Gabor filter Gi(x, y, t) can be thought of as

a stack of spatial 2-D Gabor filters whose amplitudes
are modulated by a temporal Gaussian function
expð� t2

2r2
t
Þ.

Then let Li(x, y, t) be a weighed sum of the local
motion energies Ei(x, y, t) along the direction hi

Liðx; y; tÞ ¼
RRR

Giðx� c; y� g; t� sÞEiðc; g; sÞdcdgds

ð5Þ
The response, RESi, of a second-stage mechanism

with a preferred direction of hi, is given by the variance,
i.e., the power, of Li(x, y, t) that can be understood as a
measure of response amplitude of the higher-order
receptive field. RESi gives the total power in the
direction hi over the whole stimulus for its entire
duration.

RESi ¼ VarðLiðx; y; tÞÞ ð6Þ
Finally the predicted motion direction PMD is given

by the mean of the responses RESi over all simulated
directions.

PMD ¼

Xn
i¼1

hiRESi

Xn
i¼1

RESi

ð7Þ

The full MPI model is outlined in Figure 19.
Explanation of model parameters: The model has three
free parameters, all concerning the characteristic of the
second-stage mechanism. The first free parameter a is
the aspect ratio of the 3-D Gabor filter that is used to
implement the spatial-temporal motion energy inte-
gration. a controls the elongation of the higher-order
receptive field. A more elongated higher-order receptive
field extends the spatial integration area, hence
promoting detection of barber-pole motion. The
second free parameter rt controls the temporal
integration window. Increasing rt increases the model’s
feature tracking capability.

The parameter u controls lateral inhibition. Lateral
inhibition in motion integration is similar to the optimal

Figure 18. Diagrams for the second-stage mechanism. (a) A

directionally tuned, higher-order mechanism aggregates half-

wave-rectified responses of local motion energy detectors. The

aggregation is carried out along a path that is inline with the

higher-order mechanism’s preferred direction. Two weak

inhibitory regions are added flanking the aggregation region to

improve the mechanism’s directional selectivity. (b) Higher-

order mechanisms tuned to various directions.
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integration area for shearing motion (Golomb, Ander-
sen, Nakayama, MacLeod, & Wong, 1985). In a typical
shearing motion, the velocity of the moving elements
varies as a function of positions along the axis
perpendicular to the direction of motion. In one
experiment in Golomb et al.’s (1985) study, the shearing
motion was made of a field of random dots moving
horizontally. The velocity within each row was constant
but varied vertically following a sinusoidal function of
vertical positions. Dots in different rows could move in
opposite directions and some rows could be completely
static. It was reported that the detectability of this kind
of shearing motion varied with the spatial frequency of
the vertical sinusoidal function, peaking at about 0.6–
0.7 c/d. Modulations of lower spatial frequency
impaired the detection of the vertical sinusoid modula-
tion, indicating the existence of an optimal integration
area being flanked by a lateral inhibition region.

Model prediction

To derive predictions of our data, we first consider
only the moving-barber-pole stimuli of 10 Hz carrier

temporal frequency with the seven different modulator
frequencies. The two stage processes constitute a
compound mechanism that is directionally tuned
(Figure 18b). We applied the two-stage mechanisms
tuned to 36 different directions. Because of computa-
tional limitations, a coarse grid search (seven days) was
used to find approximately optimal values for u, a, and
rt. Interestingly, all parameters have great degrees of
tolerance; when u varies between 0.8 c/d and 1.2 c/d, rt

varies between 40 ms and 80 ms and a varies between
0.3 and 1.2, the accounted data variance only varies
between 80% and 92%. The semi-optimal parameter
range is summarized in Table 1.

Figure 20a shows model responses RESi as functions
of the preferred direction hi, produced by a model
implementation with a set to 0.5, rt set to 60ms and u
set to 0.8 c/d. We deliberately choose to use the lowest
possible value for u to be consistent with the optimal
integration area found in Golomb et al. (1985). Figure
20b shows the predicted motion direction (solid black
line) for each of the seven modulator temporal
frequencies. With the choice of these three values, the
model accounts for 90% of the variance in the data. The

Figure 19. Functional flowchart for the MPI model. In the initial nonlinear process, all input image intensities that exceed a certain

threshold are amplified. The resultant image sequence is processed by an ensemble of special motion channels tuned to a full range

of directions. Within each directionally tuned special channel, local motion energies are computed by a spatially distributed array of

ERDs whose spatial input units are elongated in the direction of the ERDs’ preferred motion direction. The output of each ERD is half-

wave rectified; thereby the output is positive only in the preferred and not the anti-preferred direction. The rectified output of an

array of similar ERDs is integrated along a spatial path that is parallel with the ERDs’ preferred direction, i.e., the outputs are passed

through a low-pass temporal filter and a 2-D spatial filter whose profile matches the spatial integration path. The motion-power of

each directionally tuned channel is normalized by the total power of all channels. A subsequent process (not shown) computes the

mean direction of the normalized vector of directional motion outputs.
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model describes the essential features of these data:
perception of the rigid motion direction when the
modulator moves rapidly either with or opposed to the
carrier motion, and the barber-pole motion direction in
between.

To find the optimal parameter set for other carrier
temporal frequencies, in principle one should run
simulations with all possible parameters to each human
data set, which is very computationally intensive.
However we find that the parameter set obtained for
the 10 Hz carrier temporal frequency condition
automatically fits other carrier temporal frequencies
well. Figure 21 gives examples of the MPI model
predictions for stimuli with carrier temporal frequency
of 10, 5, 2.5, and 0 Hz. The model prediction
successfully captures the transition of the MBPI motion
to the rigid motion as the carrier temporal frequency
decreases. Using the same parameter values as men-
tioned above, the total accounted variance for stimuli
of four different carrier frequencies is 97%.

Discussion: Isolating a single
mechanism?

The novel moving-barber-pole stimulus allows us to
discriminate between various motion computations
because of the different predictions they make for the
perceived direction of the stimulus motion. Both
peripheral viewing of the stimulus and high temporal
frequencies reduce the contributions of higher-order
motion computations (Lu & Sperling, 1995, 1999) and
of other possible complex mechanisms. Ideally, this
impoverished stimulus isolates a single mechanism that
is responsible for the observed MBPI. The MPI model
was developed to explain the computations of this
mechanism. The MPI model successfully accounted for
the data from the full range of peripherally viewed
stimuli, and also for foveally viewed stimuli when
higher-order motion was cancelled. In the special case
of a stationary modulator, in the peripheral viewing
conditions explored in this study, the MPI model also
accounted for the classic BPI. In central vision (Figure

11) and at low or intermediate temporal frequencies,
other mechanisms came into play.

The MPI model proposes a regime in which locally
distributed, low-level motion sensitive neurons are
connected to a higher-level processing stage that
aggregates motion energies in a particular direction
within a defined time period. Somewhat similar neural
connections to extract object contours from common
motion signals were proposed by Ledgeway and Hess

Free parameters Values

/ 0.8;1.2 c/d

a 0.3;1.2

rt 40;60 ms

Table 1. Free parameters and their optimal values for the
moving-barber-pole stimulus with carrier temporal frequency of
10 Hz. Notes: The parameter / controls lateral inhibition. a
controls the elongation of the higher-order receptive field. rt

controls the temporal integration window.

Figure 20. Model predictions for moving-barber-pole stimuli of

seven modulator temporal frequencies. The carrier temporal

frequency is always 10 Hz. (a) A compound, directionally tuned

mechanism’s response as functions of the mechanisms’ tuned

direction. Each panel corresponds to a stimulus of a particular

modulator temporal frequency presented in the same format as

in Figure 5a. The green solid line indicates the rigid direction

and the dashed red line indicates the barber-pole direction. (b)

The predicted motion direction as a function of the modulator

temporal frequency. Each prediction value is obtained by

finding the mean of the response distribution curve in each

panel in (a). Asterisks represent the mean of the four subjects’

responses. Error bars represent 95% confidence intervals.

Predicted motion directions account for 90% of the data

variance.
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(2002, 2006) and by Watamaniuk, McKee, and
Grzywacz (1995) to extract extended motion paths.

Many higher-order motion computations such as the
computation of heading direction and of 3-D structure
from 2-D motion are based on initial low-level motion
computations that critically involve velocity. The MPI
model specifically uses only directional motion energy
and does not explicitly involve velocity.

Summary and conclusions

The moving-barber-pole display

The normal BPI is a phenomenon that reflects the
influence of form (the window through which a grating
is perceived) on the perception of motion (the direction
in which the grating appears to move). To better
understand the mechanism underlying the form-motion
interaction, the current study introduced a novel
moving-barber-pole display. The moving-barber-pole
display has a translating, rather than a static, modu-
lator window. Therefore, the rigid direction (i.e., the
directions of 2-D spatial features such as end-stops), is
different from the orientation of the modulator
window. The moving-barber-pole display effectively
differentiates three different motion directions: the
rigid motion direction (which includes the direction of
end stops and of other features), the motion direction
of the main Fourier components, and motion in the
direction of an elongated modulator window.

The MBPI

Displays were viewed peripherally and at high
temporal frequencies in order to minimize the influence
of higher-order motion computations and thereby to
isolate a single motion mechanism. In peripheral
viewing, three of four subjects reported strong MBPI

(i.e., the perceived motion direction was in line with the
orientation of the modulator window), the fourth
subject’s perceived direction was slightly deviated.
When masking signals were added in between the
modulator windows, the MBPI was retained by the
other three. In the fovea, perceived motion was more
complicated, due at least in part to concurrent
perception of the higher-order modulator motion that
was not visible in the periphery. Adding a masking
pattern to interfere with the higher-order modulator
motion produced a pure MBPI in the fovea. That
reducing the subjects’ ability to perceive the modula-
tor’s orientation strengthens the MBPI means that the
MBPI does not utilize the perceived modulator
orientation, which in turn means that motion-streak
models do not apply to the MBPI. Based on these
observations, we conclude that the BPI generated by
the moving-barber-pole stimuli was neither a result of
feature tracking nor a combination of the first-order
carrier motion with the higher-order modulator mo-
tion, nor a combination of perceived orientation of the
modulator with the carrier motion.

Two other results: In peripheral viewing, reducing
the carrier temporal frequency shifted the perceived
motion direction away from the barber-pole direction
and ultimately in the direction of the rigid motion. How
the transition between the rigid motion direction
(feature motion direction) and the MBPI depends on
carrier and modulator temporal frequencies is an
important feature of the experimental results that
potentially can be used to discriminate between
theories. Changing the phase of motion in adjacent
barber poles had no effect on the MBPI, showing that,
at an early stage, the MBPI is computed within a
barber pole, not between barber poles.

The MPI model

A three-stage MPI model was proposed. First, local
motion energies are computed by ERDs whose spatial
input units are elongated in the direction of the ERD’s
preferred motion direction. Unlike typical motion
models, the ERD’s motion receptive fields are elon-
gated parallel with rather than perpendicular to the
motion direction (EXT design). The EXT design is
critical for the predictions. Then, the local motion
energies are integrated along linear spatial paths (in all
directions) and over a time period of 40–60 ms. The
precise length of the path was not critical in the model.
Finally, the predicted motion direction is given by the
vector mean of the responses over all directions. The
MPI model embodies entirely feed-forward computa-
tions. It accounts for the large variety of observed BPI
phenomena entirely within the motion system and does

Figure 21. Model predictions for the moving-barber-pole stimuli

in which the temporal frequency of the carrier varies from 10

Hz (the left-most column) to 0 Hz (the right-most column). The

model prediction accounts for 97% of the total data variance.
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not require any information computed in shape or form
systems.

It was not technically feasible to estimate optimal
parameters for the MPI model. Even with merely three
‘‘good’’ parameters (temporal integration period, path
length, and path spatial frequency), the model accounts
with great accuracy for a variety of very different data,
i.e., the change from MBPI to rigid (feature) motion
direction with carrier temporal frequency, the interac-
tion of modulator and carrier temporal frequencies,
and the dependence on local versus global stimulus
factors.

Keywords: 2D motion, form-motion-interaction, Bar-
ber-Pole-Illusion, motion integration, motion model

Acknowledgements

This work was supported by NSF Award BCS-
0843897. We thank the two anonymous reviewers for
their suggestions that helped to greatly improve the
quality of the manuscript.

Commercial relationships: none.
Corresponding author: Peng Sun.
Email: peng.sun@uci.edu.
Address: Department of Cognitive Sciences,
University of California Irvine, Irvine, CA, USA.

Footnote

1Although this topic is beyond the scope of the
current study, we would like to point out that the
receptive field shape is found to vary as stimulus
contrast changes (Lombrozo et al., 2005). Thus the
receptive field shape derived from the contrast thresh-
old of motion detection (e.g., Anderson & Burr, 1991)
is not necessarily the shape of high-contrast receptive
fields.
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